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ABSTRACT

Providing precision guidance to an aircraft landing aboard
a ship requires a robust and extremely accurate positioning
system. Several carrier controlled approach aids (such as
the AN/SPN-42A/46 Automatic Carrier Landing System)
currently provide the required accuracy for the U.S. Navy.
However, these systems experience reduced performance
in precipitation and are difficult to maintain. A relative
Global Positioning System (GPS) Kinematic Carrier
Phase Tracking (KCPT) solution has the potential to
provide a highly accurate solution for shipboard landing
operations which is unaffected by weather. There are
several problems with a GPS based shipboard landing
system over and above its shore based counterpart. The
touchdown point and the GPS reference station are in
motion through six degrees of freedom, the ship’s
dynamics are nearly as high as the aircraft dynamics
(effectively doubling the bandwidth required from a
navigation sensor), and the reference station experiences
more cycle slips and masking due to the high
electromagnetic interference environment and the ship’s
structure. With these considerations in mind, E-Systems,
Montek Division has developed a relative, all-in-view,
KCPT solution that is able to resolve and hold carrier
cycle ambiguities indefinitely. Space Vehicle (SV)
pseudorange and carrier phase data as well as ship’s
motion data are uplinked to the landing aircraft to
formulate an air derived solution. The system features a
floating point solution (ambiguities not resolved) and
employs a Kalman filter to estimate the magnitude and
covariance of the ambiguities. The results of the Kalman
filter are fed to an ambiguity resolution algorithm that
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operates continuously. The output of the GPS solution
(either a floating or fixed solution) is blended with high
rate inertial data in a filter developed by the Naval Air
Wartare Center Aircraft Division (NAWCAD), Patuxent
River to provide a final position solution. This three step
process provides a continuous navigation solution through
loss and reacquisition of SVs and cycle slips. The system
has been evaluated with two sets of approach and landing
data. The first set was collected during an FAA Category
11 Feasibility Study in which E-Systems successfully
completed 100 approaches and landings with a Westwind
1124 airplane using laser tracker to provide ‘truth’
position data. The second set was collected during a series
of at-sea approaches by a GPS equipped, Naval Rotary
Wing Test Squadron, SH-60F Seahawk helicopter to the
aircraft carrier USS ENTERPRISE (CVN-65). The
production GPS antenna (used for these tests) on the SH-
60F is located in an area susceptible to SV masking and
cycle slips, and the data collected during the approach
profiles contained multiple occurances of both. In all cases
the KCPT solution provided a seamless fixed ambiguity
approach solution with an average of 42 seconds
ambiguity fixing time.

INTRODUCTION

Probably the most challenging task in aviation is landing
aboard an aircraft carrier. Night operations, foul weatha,
and pitching decks do nothing to help the situation.
Howeva the ability to launch and recover aircralt in these
conditions adds to the carria's potency. The U.S. Navy
currcntly uses severd systems to aid the pilot during
landing. The AN/SPN46 is the most capablke of these.
Using a shipboard precision approach radar and rado data
link, the system provices both guidance needles and
automaic control to aircrdt equipped with a radar beacon
transponder and data link receiver. The AN/SPN41 is an
pulsecode scanning beam system that provids civilian
Instrument Landing System (ILS) look alike needles and is
used as an independent monitor to the AN/SPN46. Inclose
opticd aids and a Landing Signal Offica (LSO) who
monitars the approach, complete the suite of aids, and are
used during all approaches. Although having supportted
thousmds of successful landings, the AN/SPN46 suffers
some shortcomings. Only two aircraft can be providd
guidhnce simultaneously, a transponder is required in the
aircridt to achieve the required accuracy, performance can be
limitad in heavy rain, and the system is relatively complex
10 maintadn,

Currently the naval aviator must rely on Precision
Approach Radar (PAR) or non-precision approach aids such
as TACAN at most civilian and U.S. Air Force
instalfations. With civilian interest in GPS for shore based
approaxches and advanees in GPS processing techniques, the
Navy saw opportunities to increase shore based bad weather

landing capability, reduce the amount of equipment required
for landing operations, and provid a consistent set of
procedures and displays for both shore based and shipboard
operations. Future compatibility with civil GPS landing
systems is also possible. However, the shipboard
environment presents unique challenges over and above
those of landing ashore The aircraft must land in a zone
approximately 20 meters long and 3 meters widk (as
opposal to the severd hundral meter landing box shore
based), which requires decimeter accuracy from the
navigaion sensor. In addition, the ship (and thus the GPS
reference station) translates and rotates in six degrees of
freedom. Multipath effects on the reference station and SV
blockage is of specid concem since the environment aboard
ship is dynamic, and siting relative to other stationary
objects cannot be controlled. The AN/SPN-46 uses well
developed techniques to compensate for the effects of ship’s
motion and to provid contrd and displays to the aircraft
[1], so the first aspect addressed was providng a robust,
accurde, relative position solution at a high enough sample
rate to feed these stabilization and contrd algorithms.

A carrier phase ambiguity resolved GPS solution is the
basis of the system shown herein Differenced acceleration
measuements from the aircraft and ship mitigae the low
(12 Hz) data rate typicd of GPS. GPS pseudorange and
carrier phase data from the reference station as well as ship's
inertial data are up linkedto the landing aircraft to formulate
an air derived relative position solution at 10 Hz. The ship's
GPS data is up linkedat 1 Hz and the ship's inertial data at
10 Hz. The GPS processing algorithm proviks a
continuous floating point ambiguity solution. This
solution has accuracies typicd of carier smoothal code
diffeential GPS (12 meters) and provices adequae accurxy
for aircraft control at range. Once ambiguities are resolved,
a fixed solution of higher accuracy is providkd This
solution has the required accuracy for aircrdt control to
touchdwn (less than 30 cm). Satellite switching during the
ambiguity search process is addressed so outages are not
experienced as long as 5 common satellites are maintaned
in view. The relative GPS solution and the differenced
acceleration measurements are used in a blend filter to
providc a high rate position, velocity, and acceleration
solution to the stabilization and contrd equations. This
blend filter uses a Kalman filter to estimae inertial
measuement biases and to mitigae the latency of the GPS

" solution (typiclly one to two second). With better

estimaes of the inertial measurements, the navigaion
solution can be coasted through periods of GPS outages,
adding to continnity of service.

The design of the KCPT software and inertial blend filter is
presented along with results from two sets of data. The first
set is severd approaches of a Westwind 1124 turbojet to a




fixed base. The second set is shipboard approaches of an
SH60F helicopter to the USS ENTERPRISE (CVN-65).

KINEMATIC CARRIER PHASE TRACKING.
This paper describes a techndogy that calculates a highly
accurale position solution that can survive in an aircraft
camria envirmment. The main component of this
technology is the GPS. GPS is a satellite based navigaion
system that contimously transmits timing frequency, and
SV position information on the L1 and L2 channds to
potential users. The full constdlatian consists of 24 SVs in
half geosynchronous orbits. The constelation is controlled
by the Department of Defense (DoD) which monitars the
position and clock accuracy of the satellites. The timing
information is a coded signal that allows the uscr to
determine the time elapsed for the signal to transverse the
distance between the SV and the user. By knowing the time
the signal left the SV, and the speedof the signal (speed of
light), the user can determine the distance from itself to the
SV. This range measuement is biased by clock
inaccuracies in the SV and user clocks. Because of these
timing errors it is not a true range, but a “psuedrange.” By
knowing the position of the SV (ephemeris data), and the
distance from itself to the SV, the user can triangulate its
own position.

The constant motion of the SVs and possible user motion
dictate that the receiver must also be able to track the
change in frequency, or Doppler shift. Integration of the
Doppler shift over time yields a highly accurde delta range
measurement which is propottional to the advance in
signal-carrier phase betwem two time epochs. Taking
advantage of these techniques typicdly provids a delta
range measuement to an accurcy of a tenth of the
wavelength. L1 wavelength is 19 cm while L2 wavelength
is 24 cm which yields an deltatange accuracy of 1-3 cm.
True range between the SV and recciver cannot be
determined by integraed Doppler techniques alone because
the constant of integmtion is ambiguous. Techniques will
be discussed on how these whole number ambiguities can
be resolved. The interfrometric concept of using integmted
Doppler to resolve a relative vector between two antennas
will be refeed to as KCPT and involves five steps: 1)
Tracking the carrier phase advane of the SV carrier signal,
2) Performing a double difference on the raw carrier phase
and pscudorange measuements, 3) Solving for the relative
vector between the ground antenma and airbome antenna,
using double differenced pseudorange measurements, 4)
Calculaing a highly accurate relative vector betwea the air
and groundantennas by resolving carrier phase ambiguities,
and 5) Compensating for ship’s motion and high [requency
aircraft-ship kinemaics with ship and air inertial data.

Carrier Phase Tracking. Once a receiver channd locks on
to a camricr signal from a single SV, the channd keeps a

running count of the cycles based on the Doppler shift
present on L1 and L2. This is done by integrting the
Doppler shift over the interval of the epoch. At the
conclusion of each epoch, the estimae of the carrier phase
count of that epoch is added to the count of the previous
epoch to keep a running total of the number of carrier phase
cycles. As long as the receiver keeps lock on the carrier, the
deltarange measuremert is extremely accurae. The receiver
must begin to “count” or integrate at some point. When the
receiver begins this count or if the receiver looses lock on
the carrer, it has no knowladge of the previous Doppler
shift count, so it begins to integmte at some arbitmry
whole number. Therefre, the true whole number is
ambiguous, and must be resolved to obtain an accurae
position fix using carier phase measurements. The
methods of fixing ambiguities will be discussed later.

The conventional goal for the KCPT process is to be able
to track L1 frequencies and resolve L1 ambiguities.
However, L1 ambiguities are difficult to resolve because of
the small L1 wavelength. Differencing L1 and L2 carrier
phase measurements will produce a wide lane wavelength of
86 cm. The penalty for using the wide lane measurement is
that the noise level is incresed over the L1 measurement
by a factor of six. Certainly, the high accuracy is obtained
when L1 camig cycle is used, but the wide lane
measurement can proveas a very effective intermediate step
in resolving L1 ambiguities. The Ashtech Z-12 receiver has
proven effective in tracking L1 and 1.2 without carrier phase
cycle slips that adversely effect operaions. The receiver
employs a Z-Code tracking capability that provids high
quality code and carrier phase measurements on both L1 and
1.2 frequencies even with encrypted timing codes.
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Figure 1 Double Difference Geometery

Double Difference Processing. Performing a  double
diffeence on  the raw carir  phase  measuEments
accomplishes two important tasks. It processes the range
measurements so they can be readily applied to a relative
vector solution, and cancels out most of the systematic
errors. The KCPT solution solves for a relative vector
between the ground and airbome antennas. Therefore, the




range measuements of the same SV must be diffeenced
betwean the two receivers to obtain the difference in range
measuements. Refering to Figure 1, two range
measurements are differenced for SV,. The vector between
the two receivers is called b. By differencing the range

measurement, the result is the scaler b,, which is the dot
produa of the baseline vector and the unit direction vector
(u,). The unit direction vectors indicae the direction of the
SVs relative to a point halfway between the ship and
airbome position. This single diffeence is perfomed for all
SVs in view. u, is assumed equal for the two receivers
because the difference in unit vectors from the ground to
SV and airbome to SV is negligible. This single difference
virtudly cancels out common errors between ground and air
causedby the SV, Selective Availaility (SA), and most of
the atmospheric errors.

The double difference is perfomed by differencing the single
difference of a target SV against all other SVs in view. This
target SV is usually the highest elevation SV for severd
reasons. This choice usually yields the best geometry and
tropospheric error mitigaion, and the highest elevation SV
will remain in view the longest, thus assuring the target
SV will not have to be switched for visibility reasoms
during an approach. The advantage of perfoming the double
difference is that the receiver clock errors cancel. Referring
to Figure 1, it can be seen that the double difference is the
dot produat of true relative vector with the difference of the
two unit direction vectoss. In the case of pseudaranges, the
double ditference yields a relative range measurement with
no ambiguities but significantly larger noise than the phase
measurements. The carmier phase double difference
measurements yields a low noise relative range
measuement but with double difference ambiguities.

Pseudarange Double Difference Solution. The goal for this
process is to-produce a relative vector solution based on
carrier  phase measurements. Since the carir phase
ambiguities are still unknown, a relative position solution
is not possible until the ambiguities are calculated An
initid estimae of the integer ambiguities can be perfomed
by compaing the double diffeenced camier phase
measurements with the double differenced pseudorange
measuements. Refering to Figure 1, an estimae of this
integer ambiguity can be made by Equation 1. Since typica
smoothed pseundarange double difference ermror has a 3¢
value of 2 m, and an L1 wavelength is 19 cm, the L1
integer ambiguity can be in error+ 11 wavelengths.

— ddprIZ - ddcp12
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where
N, = initid estimae of double difference integer
ambiguity.

dd, = pseundorange double difference between SV, and

Sv2,

dd., = carrier phase double difference between SV 1
and SV,

A = wavelength.

The Pseudorange double difference can also be used to
calculate a relative vector. This is advantageous becanse it
can serve as a backup to the carrier phase solution if carrier
phase measurements are not available. The double difference
code solution can also configure the algorithms that evolve
into a KCPT solution. By solving for the b vector in
Equation 2, an estimae of the relative vector can be
produced which should meet the shipboard accuracy
requirements for a manual approach to 1/2 nmi.

Resolwe Camrier Phase Ambiguities. The L1 camier phase
measuements are highly accurae measurements that can
give a relative position solution to centimeter level
accurcy. To accomplish this, the double difference
ambiguities must be resolved. Equation 2 is expandd in
equation 3 to inclu® double diffeence ambiguities. Note
that this process is first initidized with the ambiguities
first estimaed in equation 1. Once the ambiguities have
been initidized they can be in emor (typiclly less than +11
wavelengths). This yields 23" possible combimations. There
are severd method for resolving these ambiguities, three
categaries will be discused 1) Numerial search
algorithms 2) Groundbased carrier phase measurements that
force a high rate of change of geometry, and 3) a Kalman
filter that estimaes the ambiguities and covariance of
ambiguities.

ddpr ]2 ul2x u12y ulZz "b
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f) _ 1-3 l.3y 32 by + _13 3)
. bZ -
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where
'N; = initid estimae of double difference integer
ambiguity between SV Iand SV j.
dd.;= carrier phase double difference between Sv; and
SV,
A = initid ambiguity estimae.
y; = diffeence between unit vectos of SV i andj.
n = numberof SVs used in the solution.




The first method to resolve carrier phase ambiguities is a
numerical method using a algorithm search methodlogy
that tries diffeent combimtions of ambiguities and
examines the residuals [2]. Residuals near zero are identified
and kept as a candicite ambiguity sets. The variance of
these residuals are be monitared to determine the corredt
ambiguity set. '

Another method of resolving ambiguities is to provid a
ground based carrier phase measurement bubble that the
aircrat will be required to fly over [3]. With the resulting
fast changing geometry, the ambiguities become readily
observable, and the extensive search algorithmspresented in
the previous paragmph are not required.

The thirdmethodemploys a Kalman Filter to estimae the
ambiguitics. The Kalman filter uses differences in
psuedrange and camier phase double difference
measurements as well as aircrdt dynamics to converge on
the ambiguities. A side benefit of this method is a low
noisc and accurae “intemediate solution” known as the
float solution, that can be used while the system is
resolving ambiguities. The Kalman filter alone is not as
reliable as the numerical estimaion approach because the
Kalman only calculates the difference betwem the
psuedorange and carrier phase measurements. Other errors
caused by the atmosphere and geometry are seen by the
Kalman filter as part of the ambiguity. Therefore, the
Kalman filter must be augmented by a method that
optimizes the three dimensional geometry of a position
solution into the geometry of the current SV constdlation.
An cffecive geometry optimization method is known as
the Teunissen method[4].

Inertial Blending. To provid output between the low rate
(typically 1 to 2 Hz) GPS measurements, acceleration
measurements from the aircrdt and ship are used to
extrapolate from the last valid position determined from
GPS [5). Using this technique, the stabilization and contrd
laws can be given 10 to 20 Hz data which is adequate to
track the combined ship and aircraft motion Two
conseantive GPS position solutions are used to determine
an initia velocity, and the second GPS solution is used as
an initid position. From these, the acceleration
measuements are diffeenced and integmted (assuming
constint acceleration over the sample time) for velocity and
position propagaion.

The transformation from the Earth-Centered-Earth-Fixed
(ECEF) frame to the East-North-Up (ENU) frame is
includd in the GPS processing, so the blend filter is
prescnted with an ENU referenced relative position vector
from the ship’s GPS antenma to the aircrat’s GPS antenna.
If different reference points are desired (for example from the
ship's touchd»wn area to the aircraft’s tailhook), moment

arm corrections for these offsets are done in the ENU frame.
Thus, the offsets which are known in the body frame must
be transformed to the ENU frame. This transformation uses
the platform's Euler attitude measurements and is simply
the produat of three rotations; roll first, then pitch, then
yaw [5].

P=TIx @)
Where:
' = is the standad Euler angle conversion matrix.
P = is the ENU orented vector
X = in the body axis vector

Using this rotation matrix, two moment arm corredions
are appliad to the relative GPS solution; the moment arm
from the ship's GPS antenma to Inertial Measurement Unit
(IMU) and from the aircrat's GPS antenma to IMU. This
allows comparson of the relative GPS solution with
acceleration measurements in  subseqient processing
without referencing the acceleration measuements to other
points on the platfam (which requires knowlelge of
attitude rate and attitude acceleration). If a strapdwn sensor
is used for measuing acceleration, the acceleration
measuements are transformed to the ENU frame in the
propagation of the GPS solution using the same rotation
matrix above. If the accelerations are taken with a gimbaled
sensor, this transformation would not be required. The
following equations are used to propagate between GPS
updates with body axis acceleration measuements.

2 2
El |1 ai il;—r _dp

: 2 E
E| =0 I dT, —dtT )

ac

E| o 0o T, 4
Where
= time since the last propagation.
body to ENU transformation matrix.
aircraft.
ship.
East North Up relative position vector.
body axis acceleration vector.
current epoch.
previous epoch.
3 x 3 Identity matrix
= 3 x 3 zero matrix.
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Given two perfed relative GPS solutions to initidize the
propagation and perfed acceleration measwements, no
further GPS measurements wouldbe required Since this is
obviowsly not the case, some means of continuously
updating the inertial propagation is needed This process
should distinguish between errors in the initid conditions
for position and velocity and acceleration measurement
errors. A Kalman filter is used to compae the position
output of the inertial propagation with the relative GPS




solution to make this allocaion. As an added benefit, the
Kalman filter includs the effecs of GPS measurement
latency, so this latency is mitigaed The outputs of the
Kalman filter are cormrections to the current position and
velocity in the inertial propagation (adjusting the initid
conditions of future integmtions) and corretions to all
future accelaation measuements (the = acceleration
measuiement bias). The only buffering requirement is that
the old position outputs from the inertial propagation be
saved so the output matching the GPS measurement’s time
can be used in forming the Kalman measurement vector.

The Kalman filter models position and velocity initid
condiion errors as constat. Body axis acceleration
measuicment errors are also modeled as constant. These are
not bad assumptions since the initid condition errors are
constmt, and for short run times during an approaxch, the
acceleration measurement ermrors are nearly constant.
Howeva, for this filter the Kalman statigics for
accelaation bias are modelad as integmted white noisg (or
random walk).

The intent here is not to rederive the Kalman filter
equations, so the measuement and state equations,
(equations 6-10) are given in the standad form withou
further explanation.

= Hixe+ w (6)
Xee1 = DOrxe+ Gewi )
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= | AN @&
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Pic
w=| Fe ©
Abiasac
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dr? dr?
I dil "2—‘ Fac - —2— Fs
H.=|0 I dl, —dt-T, (10)
0 0 T, T,
Where
P, = initid condition position error.
Anis= acceleration bias vector in body axis.
dr = time since last Kalman step plus GPS latency.
G = noise transfr function.

o = zero if corrections are fed back.

The measuement vector (AE, AN, AU) is the difference in
the ENU output from the inertial propagation and the
relative GPS solution. Thus the filter is operating on error
terms and the outputs are incemental corredions. These
corrections can either be fed back to the inertial propagation
(in which case the Kalman output should go to zeros) or
can be accumulated and applial to the output of the inertial
propagation (in which case accelaration biases cause linear
growth in velocity comrettions and exponential growth in
position corrections). To reduce the chance of overflowing
computer representations of these corredions, the outputs
for position and velocity corredions are fed back to the
inertial propagation, and outputs for acceleration corredions
are accumulated and applied to subsequent raw acceleration
measurements.

Terms in the measurement noise covariance matrix and the
process noise covariance matrix are determined by the noise
on the relative GPS solution and on how biasdike are the
errors on acceleration measurements. Since the relative
GPS solution is expected to have very low noise (any emor
is likely to be biasdike which the filter does not model),
the diagonal tems of the R matrix (E[vv"]) are relatively
small (typically 5 cm or less). The nonzero diagomal terms
of the Q matrix (E[ww"]) have been chosen empirically at
between 0.2 and 0.5 m¥s* to provicd reasonable estimaion
of acceleration measurement biases while still tracking
dynamics (all non-diagonal terms in the Q matrix are set to
zero). The relationship betwemn the acceleration bias state
process noise and the position and velocity initid condition
noise is in the G matrix So the tems in the Q matrix
corresponding to the position and velocity error states are
zero. The G matrix simply incluks the effects of
integrating the random walk process once for velocity noise
and again for position noise [5].

Figure 2 shows the relationship between the inertial
propagation and the Kalman filter in the feedback
configuration. PVA denotes position, velocity, and
acceleration respedively. The ‘'u' subscipt means
uncorrected, and the 'c' subscipt means corredted. Thus Pc,
Ve, and Ac are the outputs that are used in the stabilization

and control algorithms.
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Figurc 2 Inertial Propagation and Kalman Blend Filter

The Kalman gain and state covariance matri@s are
propagated in time with the standad equations [5]{6} The
outputs of the inertial propagation should track the vehick
dynamics during the approach, and given small latency on
the acceleration measurements will provic curmrent relative
position, velocity, and acceleration between the platform
IMU's in the ENU frame to the stabilization and contrdl
equations. To correat for offsets between the IMU's and the
desiral reference points moment arm comections can be
appliad to the output of the blend filter. The position vector
referaice endpoints can be moved using only the moment
arm vectors and the vehick attitudes. However, to move the
velodity reference requies attitude rate information, and to
move the acceleration requires attitude rate and attitude

accelaation information, which up to this point in the-

processing are not required.

Once the outputs of the blend filter are referenced to the
desiral points on the ship and aircraft, similar stabilization
and control equations as used in the AN/SPN46 are appliad
[1]. This includes ship's yaw notch filtering and low pass
filtering before use in the ENU to body rotation. Ship's
heave compensation will also be calculated so the aircraft's
posilion is not controlled to match the ship's vertical
motion until the last 12 second or so of the approach.

RELATIVE KCPT DESIGN.

The relative KCPT (RKCPT) employs the same basic
concepts as the standxd KCPT solution. However, there are
significant differences that require an independent design of
the KCPT solution. The first diffeence is that the
touchdwn point is translting in three degrees of freedom
and the runway is rotating in three degrees of freedom. The
second difference is that the aircraft carrier environment is
hostile to the KCPT process. Multiple SV maskings and
cariar phase cycle slips requie a robust method 1o
accommodate the relative fast changing SV constdlation.
The five design featues that are unique from the standad
KCPT solution are calculating the observation matrix,
implementation of the Kalman Filter, ambiguity fixing

methodlogy, triple redunchancy, and independence of the
final solution from the ambiguity fixing process. The
design also allows integity checking at severd points.

Observation Matrix Calculation. For the RKCPT solution,
the position of the base antenma is not known, therefore the
unit direction vectors are calculated by an iterative least
squares method The ground unit direciion vectos are
calculated and averaged with the airbome unit direction
vectors to obtain the solution unit direction vectors.

Kalman Filter Implementation. The Kalman filter is the
primary tool in estimaing the carrier phase ambiguities.
The Kalman filter estimaes the aircraft dynamics as well as
the floating point wide lane ambiguities. Note that this
implementation estimates the wide lane ambiguities. This
is done for two primary reasons. The first being that the
required data up linked to the aircraft from the ship is
reducal Also, wide lane ambiguities are more readily
calculated than L1 ambiguities, and wide lane accuracies
should be more than adequate for shipboard approach and
landing.

The Kalman filter has 8 + n states Three states each for
position, velocity, and acceleration plus n-1  double
difference ambiguities. The variable n is the number of SVs
in view. This is a straight forward implementation except
for the fact that the constdlation is not static The Kalman
filter must be able to change size from epoch to epoch
because of SV masking and cycle slippage. Therefore, each
ambiguity state must be evaluaed each secondto determine
one of three outcomes: 1) The ambiguity state will retain
the covariance information as well as the current floating
point estimae of the ambiguity, 2) The ambiguity state
will reset because of a cycle slip or the process has
determined that the previous initidization of the ambiguity
was insufficient, and 3) The Kalman filter will drop or adl
the ambiguity to it’s states. The accordon nature of this
Kalman filter is a key to the robust perfomance of the
RKCPT process.

Fixing Methodlogy, The RKCPT methoduses
the Teunissen method to resolve the ambiguities. The
ambiguity estimator described by P. J. G. Teunissen
consists of applying a matiix transform (known as the
Gauss Transform) to a set of double differenced floating
point ambiguities with the aim of decoupling their
statistical uncertinties. If the algorithm successfully
reduces the covariances - not the pure variances - of the
ambiguities, the “integer least squares” estimaion of the
integer ambiguities becomes much simpler and presents the
system with statistically reliable integer wavelength counts.

For simplicity consicer a system of just two intega
ambiguities. If a, and a, represent the original estimae of




the double difference ambiguities, then the application of
the simple Gauss transform,

[1 OJ
1D
o 1

produes the ambiguities a, and a with explidt
representation given by '
a, =q (12)

a,=oa,+a, (13)

The algorithm proposed by Teunissen applies “integer least
squares” estimaion to this linear combimtions of the
originl ambiguities. This operation proves successful if
the transformed ambiguities g, and g, possess less statistical
uncertainty, as indicaed by their covariances, than the
original ambiguities, a, and a,. In that case, the problem of
estimaing the transformed ambiguities is more
straightforward. The Gauss transform uses the more certain
ambiguities to assist in the determination of the less certan
ambiguities. Differing geometries of the SVs relative to the
base receiver produce more or less unceriinty in the
estimaion of the double difference ambiguities. To retrieve
the estimites of a, and a, after obtained the intega estimites
of 4, and a,, we simply apply the inverse of the Gauss
transform.

The whoic process comprises a kind of “generalized’
rounding algorithm produdng integer ambiguity estimaes
from the input floating point ambiguities in such a way as
to reduce their uncertainties. In many cases the algorithm
may output some of the same integer ambiguities as would
a simplc rounding operation perforned on the original
floating point ambiguities, but even in those cases, we
would have incresed statistical confidence in the results by
performing the Teunissen procedire. Figure 3 describes in
generd terms the Teunissen method

Floating Point
Ambiguity

and Covariance
Matrix

Construct Guass
Transform from
Covariance
Matrix

Transform
Floating Point
Ambiguities via
Gauss Transform

Least Squares Transform Inteper
Estimate of Ambiguities Back to
Transformed Original Reference
Ambiguities

Frame via Gauss Inverse

Figure 3 Generalized Teunissen Method

Triple Redundincy, The KCPT process requires a target SV
to difference all other SVs against in the double difference.
If a cycle slip or masking occurs on any other SV than the
target SV, the process will simply reset that particlar
ambiguity, and the KCPT fixed solution can simply

continue withou the SV in question. But if a cycle slip or
masking wouldto occur on the target SV, then the whole
ambiguity estimaion process would have to be reset
because every double difference ambiguity would be
compramised.

This process accounts for any cycle slip by maintaning
three independent RKCPT solutions which uses the first,
secondand third highest elevation SVs as the reference SV.
If the highest elevation SV loses lock, the final RKCPT
solution simply implements another set of ambiguities
from anothe target SV. By having three independent
RKCPT solutions and ambiguity estimaors, there should
always be fixedambiguities available for the final approach
solution.

Independent Final Solution. With the high frequency of SV
maskings and cycle slips, a separaion between the
approach solution and the ambiguity fixing process must
be maintaned The final solution only employs the
ambiguities that are known to be fixed, while the Kalman
filter is resolving the ambiguities that are not fixed
Therefore this process allows for the highest amount of
ambiguities to be used in the final solution always
anticipating the loss of SVs due to masking and cycle
slips. By allowing all ambiguities that are fixed into the
final solution, the availability of the fixed solution is
increased.

The final relative solution is simply a least squares solution
that uses the sum of the raw carrier phase double differences
and either the fixed or floating ambiguities as range
measurements (see Equation 3). This least squares solution
also allows for the needed high rate inertial data Inertial
data from both ship and air are integrted in the manner
deseribed in the KCPT section to provid: the 10 Hz
solution, and to correct for GPS measurement processing
latency. The results in this paper show the KCPT solution
without inertial blending and singly redundant.

RESULTS.

This solution has been evaluaed against two sets of actual
approach and landing data. The first set of data was colleaed
for a Category III FAA contract in which E-Systems
successfully complaed 100 approaches and landings with a
NASA operated laser providng a truth reference. The
second set of data was colleded on a helicopter making
severd approaches to the USS ENTERPRISE (CVN-65).

FAA Categay b Data The RKCPT solution was used to
solve severd of the 100 approaches. Figures 4 and 5 show
the position error compared to an Ashtech L1 generated
solution known as PNAV. The Ashtech KCPT solution
was checked for confidnce against a NASA operated laser
truth source. The solid line is the fixed solution ermror




truth source. The solid line is the fixed solution ermror
magnitude while the dashedline is the error of the floating
solution. Figurs 6 and 7 show the ambiguity error
compared to the true ambiguity for the best and worst
performing fixed base approach data We can see that in
some cases the Kalman filter is able to perform very well.
In the case of Figure 6, all that is required is to round to
nearcst ambiguity to achieve the comed ambiguity.
However, in the case of Figure 7, the ambiguity never
converges to the correct solution. This is the advantage of
the ambiguity estimaor. It allows the more certain
ambiguities to help in the estimaion of the less certain
ambiguities.
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USS ENTERPRISE Data This analysis used thirty minutes
of data colleded on an SH-60 helicopter making four
approaches to the USS ENTERPRISE (CVN-65). Figure 8
shows the ground trace of the Enterprise (dashed line), and
the ground trace of the helicopter (solid line). The thick
portion of the helicopter profile is the time that the
solution was not fixed For every approach, the solution
was initidized to show that the RKCPT was able to fix
ambiguities in the time allotted for a typicd approach.
Time to fix ambiguities for each approach was 41, 24, 109
and 21 seconds respedively. Figures 9 and 10 show the
altitude and range plots with reference to time. The dashed
line is high when the ambiguities are fixed. Figure 11
shows how the Kalman filter and final solution interact.
The solid line is the number of SVs used in the fixed
solution, the dashed dot line is the number of SV
ambiguities used in the float solution, and the dottedline is
the number of SVs availale. It shows how the solution is
constantly losing and resolving the ambiguities to give the
seamless fixedambiguity operation.
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CONCLUSION
This method shows that-is possile to employ a KCPT
system aboard ship (and mobile ground stations in general)
to provik precision approach and landing position
solutions. To operate an RKCPT solution in a shipboard
environment, the process must be able to acoommodate
multipe SV maskings and cycle slips on a moving
platform. The test data show that the RKCPT method is
able to fix and maintdn carier phase ambiguities. The
next step to take in developing a GPS-based shipboard
landing system is to add the inertial blend filter described
above to the RKCPT solution to provic relative postion-
velocity-accelemtion data at an adequae rate for established
precision approach display and contrdl algorithms.
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